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Introduction

- Skin cancer is the most common cancer in the United States and worldwide

- More than two people die of skin cancer in the U.S every hour.

- What if we could reduce that number by catching early symptoms before it’s too late. 

- We can do this by using a form of Skin Cancer Detection through a Convolutional Neural 
Network (CNN) to accurately identify skin cancer lesions from dermoscopic images.

- The goal, prove a CNN trained model can significantly improve early detection of skin 
cancer and save the lives of many around the globe.



Datasets

- The dataset: Skin Cancer MNIST: HAM10000 ( 6GB)
- Types: Actinic keratoses, Basal cell carcinoma, Benign keratosis-like lesions, Dermatofibroma, Melanocytic 

nevi, Melanoma, Vascular lesions

- Contains two folders with 10,000 images divided between them
- Trained my model first using the images directly, converting them to vectors containing the image data
- The images weren’t resized already

- CSV file that contains the features
- lesion_id, image_id, dx, dx_type, age, sex, localization

- dx: different types of skin lesions
- dx_type: how diagnosis was made

- Csv file that contains pixel values that make up these images.
- Trained my final model using the pixel file with 3 RGB channels



Datasets

     dx_type
- "histo": Diagnosis based on a 

histopathology examination, which 
involves studying tissue samples under a 
microscope.

- "follow_up": Diagnosis based on a 
follow-up examination or evaluation of the 
skin lesion.

- "consensus": Diagnosis based on a 
consensus among multiple medical 
experts or practitioners.

- "confocal": Diagnosis made using confocal 
microscopy, which is a specialized imaging 
technique for examining skin lesions.

dx:
nv, mel, bkl, bcc, akiec, vasc, df



- Data is skewed, (comes back 
to bite me…)

- Skin Lesion images next slide



Resizing Images

Image Names Top to Bottom
- Actinic keratoses
- Basal cell carcinoma
- Benign keratosis-like lesions
- Dermatofibroma
- Melanocytic nevi
- Melanoma
- Vascular lesions



Tools and Frameworks

- The primary tools and frameworks I used were TensorFlow and Keras.

- Lack of addressing skewed data.

- Options to do next time:
     - Min-Max Scaling

     - Undersampling the Majority      
       Class

     - Oversampling the Minority     
       Class

     - Weighted Loss Function
   



- A Sequential model can be 
used for a plain stack of layers 
where each layer has exactly 
one input tensor and one output 
tensor.

- Input to output, passes through 
a series of specified neural 
layers, one after the other. 

- Adam stands for "Adaptive 
Moment Estimation" and is a 
popular optimization algorithm for 
training neural networks.





Results - Highest Accuracy: 0.9957





- Add similar 
convolutional layers

- Adding dense 
layers, which is a 
hidden layer that 
helps the model learn 
complex patterns in 
the data.

- Potentially a culprit 
for some of my 
overfitting





Results - Highest Accuracy: 0.77545







Let’s look at the Pixel CSV file (RGB channels, 28x28x3)



Results - Highest Accuracy: 0.99485

- Used build_two model function for my third training



Using same ‘Basal_Cell_Carcinoma’ image



I built an 
App???

https://docs.google.com/file/d/1WbZIciFLFPyaS0loqOSs4QHKQaE4mwPH/preview


Conclusion

- Possibly bit off more than I could chew….
- Don’t forget about accounting for skewed data
- Challenges with lots of fine tuning/hyperparameters
- Library and dependency errors are stressful
- Training a model of this scale takes a lot of time
- Won’t get model working on the first try, and if you do, something is most 

likely wrong

- Future goals:
- Train a more consistent and reliable model
- Advance model to distinguishing various stages of cancer


